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The Protein
• A polypeptide chain interacts with the solution adopting a specific three-

dimensional structure with a hydrophobic interior and hydrophilic exterior. 

• The folded protein in the proper conformation can perform a specific 
function. In some cases additional polypeptide chains or cofactors must 
come together before the protein becomes active. 

• The protein structure can be understood in terms of a conceptual hierarchy, 
which is influenced by different interactions.

The polypeptide chain interacts with the surrounding solution and begins
to adopt a folded shape (Figure 13.4). A protein will always adopt a com-
pact structure, forming a specific three-dimensional shape with a hydro-
phobic interior and hydrophilic exterior. After proper folding, the protein
will have an active site that can perform a specific function. For example,
enzymes have binding sites for substrates that are highly selective in, as
well as being extremely efficient in, performing a catalytic reaction. For
some proteins, additional polypeptide chains or cofactors must come
together before the protein becomes active.

Although the structure of a protein cannot be predicted based upon its
sequence, the properties of a protein can be understood once the structure
has been determined, by examining the different interactions that would
stabilize the structure and contribute to its function (Figure 13.5). The
structure of a protein can be understood in terms of a conceptual hierarchy,
which is influenced by different interactions. The sequence of amino acid

Figure 13.4 Proteins are expressed as polypeptide chains that fold into
well-defined structures due to a large number of complex interactions
involving the amino acid residues and the surrounding solvent.
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Figure 13.5 The structure of a protein can be understood in terms of different levels. The primary
structure consists of the sequence of the amino acid residues linked by peptide bonds, the secondary
structure can be organized into α helices and β sheets, the secondary structure folds into the tertiary
structure, and the organization of different peptide chains describes the quaternary structure.
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Amino Acid
The side chain (R) determines the type of the amino acid



Electronegativity
Tendency for an atom to attract shared electrons when forming a chemical bond.



Charged Amino Acid
The side chain end either with amino (-NH2) or carboxylic (-COOH) groups  



Polar Amino Acid
The side chain end with partially charged groups  



Hydrophobic Amino Acids
The side chain (R) are alkyl or aromatic groups



Special Cases
The side chain (R) has particular features



Polypeptide Chain
Amino acids form peptide bonds in which the carboxyl group of one amino 
acid is joined to the amino group of another amino acid. Many amino acids 
joined by peptide bonds form a polypeptide chain. 

The protein chain consists of the regularly repeating main chain or 
backbone and the side chains. 

Many rotation angles are prohibited due to steric hinderence between atoms
in the polypeptide backbone and amino acid side chains. For example,
the conformation in which both angles are zero is not allowed, owing to
a steric overlap between the α-carbonyl oxygen and an α-amino hydrogen
atom. Allowed values for these angles are graphically represented on a
Ramachandran plot, which also identifies regions of secondary structure. 
Since proteins are usually compact structures, steric interactions between
different parts of the protein that are spatially close also play a crucial
role in the folding of the polypeptide.

Hydrogen bonds

Hydrogen bonding is an interaction
between a proton donor and acceptor,
typically involving oxygens and nitrogens
in proteins (Figure 13.8). Hydrogen bonds
arise from the electrostatic interaction
between the partial negative charge of the
acceptor and the partial positive charge of
the donor. The strength of the hydrogen
bond will depend upon the relative angles
and distances. A typical distance between a hydrogen-bond donor and
acceptor is 1.8 Å from the hydrogen to the acceptor, or about 2.8 Å between
the nuclei of the donor and acceptor. In most protein structures the 
presence of hydrogen bonds can only be inferred from the structure.
However, both nuclear magnetic resonance (NMR) and infrared spec-
troscopy provide a means to unambiguously identify hydrogen bonds
(Chapters 15 and 16).

Hydrogen bonds play a critical role in many biological systems.
Hydrogen bonds involving the main-chain atoms establish the stability of
the secondary structures of proteins. In an α helix, the backbone is tightly
wound around a central axis with a full turn for every 3.6 amino acid

CHAPTER 13 CHEMICAL BONDS AND PROTEIN INTERACTIONS 279

Amino
terminus

Carboxyl
terminus

Cα

Cα
C

O R

N

H

Figure 13.7 The planar peptide groups of a polypeptide chain. Each plane can rotate about the φ
and ψ angles. Many combinations of angles are forbidden, including φ = ψ = 0°.
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Peptide Bond
The peptide unit is always rigid and planar with the hydrogen of the amino group opposite 
to the oxygen of the carbonyl group, except for proline.

© Brooks /Cole, Cengage Learning

The bond between the carbonyl carbon atom and the nitrogen atom is not free to rotate.



Torsion Angles
The protein consists of a series of planes that can rotate relative to each other. 
 

The bond angles centered around at the Cα are identified as φ and ψ

© Brooks /Cole, Cengage Learning

~3.7 Å



Protein Structures
• The sequence of amino acid residues linked together by peptide bonds describes 

the primary structure of the protein. 

• Local regions of the protein fold into stable arrangements of amino acid residues 
that are recurring in proteins (α helices and β sheets) 

• The overall fold of these secondary-structure elements describes the tertiary 
structure of the protein. 

• The quaternary structure is the arrangement of different polypeptides of the 
protein.



Hydrogen Bond
• Hydrogen bond is an electrostatic interaction between the partial negative 

charge (acceptor) and the partial positive charge (donor). 

• The strength of the hydrogen bond will depend upon the relative angles 
and distances. 

• A typical distance is 1.8 Å from the hydrogen to the acceptor, or about 2.8 
Å between the nuclei of the donor and acceptor.

• Hydrogen bonds involving the main-chain atoms establish the stability of 
the secondary structures of proteins.



Electrostatic Interactions
The side chains of the amino acid residues lysine, arginine, glutamate, 
aspartate, and histidine are ionizable. They can form electrostatic 
interactions contribute to protein stability and function.  
 
In a typical electrostatic model, the potential between two charges, q1 and 
q2, that are separated by a distance, r, is given by: 

where ε is the dielectric constant. The dielectric constant of a vacuum is 
defined as 1.0 and its value in different solvents ranges from 80 in a polar 
solvent such as water to 2 for a nonpolar solvent such as benzene.

residues. For each amino acid residue forming the helix, except for the end
residues, the hydrogen attached to the nitrogen of the backbone forms a
hydrogen bond with the carbonyl oxygen of the amino acid residue four
positions along the chain. Likewise, β sheets are stabilized by hydrogen bonds
between the nitrogens and carbonyl oxygens of the backbone, although
there is no specific sequence relationship between the amino acid residues
forming each hydrogen bond. The recognition of hydrogen-bonding patterns
by James Watson and Francis Crick were key to understanding the DNA
structure. The double helix of DNA is stabilized by hydrogen bonds, with
two hydrogen bonds found between every adenine and thymine and three
hydrogen bonds between guanine and cytosine. In addition the model in
which DNA could break the hydrogen bonds between the base pairs, as well
as the more nonspecific base-stacking interactions and subsequent reform,
was key to understanding the replication process.

Electrostatic interactions

The side chains of the amino acid residues lysine, arginine, glutamate,
aspartate, and histidine are ionizable and hence electrostatic interactions
contribute to protein stability and function. In a typical electrostatic model,
the potential between two charges, q1 and q2, that are separated by a distance,
r, is given by:

(13.11)

where ε is the dielectric constant. The dielectric constant of a vacuum is
defined as 1.0 and its value in different solvents ranges from 80 in a 
polar solvent such as water to 2 for a nonpolar solvent such as benzene. 
The large value for water plays a critical role as it results in a decreased
interaction between charges compared to a nonpolar solvent. In a pro-
tein, calculation of the value is made complex by the nonuniformity of
both the composition and distribution of atoms in a protein. In addition,
the surroundings will respond to the presence of a charge, leading to the
reorientation of nearby dipoles and hydration of charges on the surface.

Hydrophobic effects

The distribution of amino acid residues in a protein usually ranges from
very hydrophobic, with residues such as phenylalanine and isoleucine in
the interior, to hydrophilic, with residues such as glutamate and aspartate
on the surface. Hydrophobic factors also play a role in protein folding
and stability. For membrane proteins, not only are the interior amino acid
residues hydrophobic but also those residues are in contact with the lipid
bilayer. The strength of hydrophobic interactions does not arise from direct
forces involving nonpolar molecules but rather from the thermodynamics

  
V r

q q

r

q e q e

r
( ) ( )

( ) ( )= = −1 2 1 1 2

4
1389

πε ε
kJ mol

(( )Å

280 PART 2 QUANTUM MECHANICS AND SPECTROSCOPY

9781405124362_4_013.qxd  4/29/08  9:12  Page 280



Hydrophobic effect

• Water molecules form a cage-like 
structure around the nonpolar molecule.

• The positive ΔH is due to the fact that the 
cage has to be broken to transfer the 
nonpolar molecule.

• The positive ΔS is due to the fact that the 
water molecules are less ordered (an 
increase in the degree of disorder) when 
the cage is broken.

involved in the introduction of a nonpolar molecule in a polar solvent.
The Gibbs energy change has contributions from changes in both the
enthalpy and entropy:

∆G = ∆H − T∆S (13.12)

The introduction of an ion into water will disrupt the hydrogen-bonding
interactions of the water molecules in the vicinity of the ion (Figure 13.9).
The loss of bonds will be compensated for by interactions between the ion
and water, making the change in the Gibbs energy small. The introduction
of a nonpolar molecule, such as a lipid, will also disrupt the hydrogen
bonds but there will be no compensation for the loss of bonds. In addi-
tion, water molecules near the lipid will be constrained by the presence
of the lipid and will form a highly ordered cage. For hydrocarbons in water,
the change in enthalpy may be positive or negative depending upon how
the newly formed hydrogen bonding compensates for the loss of bond-
ing. However, the entropy is always more negative due to the ordering.
The large decrease in the entropy dominates, and the change in the Gibbs
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Figure 13.9 Highly ordered water molecules will form around a hydrophobic molecule such as a
lipid.
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Folding interactions
Several types of electrostatic interactions are contributing to the stability of the 
native state but they are not the driving forces in the folding process

Type Examples

Binding
energy

(kcal/mol)

Change of free
energy water to

ethanol
(kcal/mol)

Electrostatic
interaction

Salt bridge -5 -1

Dipole-dipole +0.3

Hydrogen
bond

Water -4

Protein backbone -3

Dispersion
forces

Aliphatic hydrogen -0.03

Hydrophobic
forces

Side chain of Phe -2.4

C H CH

O H
H

O
H

H

COO - N+H3

C O O C
δ+ δ- δ+ δ- 

N H O C



Secondary structure (I)

• Helices observed in proteins are mostly right-
handed.

• Typical φ, ψ values for residues in α-helix are 
around -60°; -50°

• Side chains project backward and outward.

• The core of α-helix is tightly packed.

5.4 Å



Secondary structure (II)
• Typical φ, ψ values for residues in  
β-sheet are around 140°, -130°

• Side chains of neighboring residues  
project in opposite directions.

• The polypeptide is in a more extended  
conformation.

• Parallel β-sheets are less stable than  
anti-parallel β-sheets.

7.0 Å



Quaternary structure
The arrangements of secondary structural elements form the Tertiary Structure of the 
protein.

The complex of two or more protein domains defines the Quaternary Structure.  
In the example Four-helix-bundle, EF-hand and SH2 domains together form an 
integrated phosphoprotein that functions as a negative regulator of many signaling 
pathways from receptors at the cell surface.

Four-helix-bundle

Meng et al. (1999) Nature, 398, 84-90.

SH2 domain

EF-hand

Four-helix-bundle



The Protein Data Bank
The largest repository of macromolecular structures obtained mainly by X-ray 
crystallography and NMR

 http://rcsb.org http://ftp.rcsb.org/pub/pdb/

http://rcsb.org
http://ftp.rcsb.org/pub/pdb/


The Bovine Ribonuclease A 

Wlodawer, A. et al. (1988) Biochemistry 27: 2705-2717

Ribonuclease A (RNase A) is a pancreatic ribonuclease which belongs to a class of 
Lyases. This enzyme cleaves at the 3'-side of pyrimidine (uracil or cytosine) phosphate 
bonds in RNA.

PDB:7RSA

http://en.wikipedia.org/wiki/Pancreatic_ribonuclease
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Protein Binding
Protein binding can be formalized with the following reaction:

R + L ↔ RL

where R is the receptor L the ligand and RL receptor-ligand complex. This formalism 
can apply both to the study of drug-target and protein-protein interactions.  In the first 
case the ligand will be a small molecule while in the second case the ligand with be a 
protein. In general the formation constant (Kf) is:

Kf =
[RL]

[R][L]

To quantify the affinity of the receptor for ligand, the dissociation constant (KD) is 
indicated: 

KD =
1
Kf

=
[R][L]
[RL]

• A small value for KD ⟹ the equilibrium favors the complex (high affinity)
• A large value for KD ⟹ the equilibrium favors the separation (low affinity)



The Molecular Viewpoint
• The affinity of PPI varies from millimolar to picomolar, depending on the type 

of interaction and signaling needed (Chen et al. Protein Sci. 2013)

• Despite affinity varies over a wide range, proteins maintain a high degree of 
specificity for their partners

• Many proteins exhibit specificity for multiple partners (Reichmann et al. Curr. 
Opin. Struct. Biol. 2007).

• The nature of the interaction surface determines how proteins interact

• A detailed knowledge of the interaction surfaces of proteins and their 
energetics is necessary to understand the regulatory mechanisms of 
biochemical pathways (especially to modulate or block these pathways for 
therapeutic purposes)

Allegra Via - Systems Biology Course 2015



Protein-Protein Interactions

Perkins et al, Structure, 2010

Strong transient: This category includes interactions that are triggered/stabilised by an effector 
molecule or conformational change. An example is given by the Ras proteins, which form tight 
complexes with their partners when GTP-bound and only weak complexes when GDP-bound.



Surface of Interaction (I)

• The area of PPI interfaces is large (1000 to 4000 Å2) 

• Standard-sized interfaces are 1200 to 2000 Å2

• Short-lived and low-stability complexes ⟹ smaller interfaces (1150–1200 Å2) 

• large surfaces (2000 to 4600 Å2) ⟹
-proteases and particular inhibitors
-G-proteins and other components of the signal transduction system 

• Protein-small molecule interaction surfaces have an area of 300 to 1000 Å2. 

Allegra Via - Systems Biology Course 2015



Surface of Interaction (II)

• Surfaces of PPIs are generally flat and lack the grooves and pockets 
that are present at the surfaces of proteins that bind to small 
molecules.

• PPI surfaces are generally hydrophobic in nature.

• Only certain hydrophobic spots contribute to the free energy of 
binding and help to hold the two proteins together. 

• Such regions are called hot spots.

Allegra Via - Systems Biology Course 2015



Hot Spots

• Hot spots account for less than 50% of the contact area of PPI

• A region of protein surface is called a hot spot when replacement of an 
amino acid residue by alanine in that spot lowers the free energy of 
binding by at least 2 kcal/mol 

• Analysis of the amino acid composition of hot spots shows that some 
residues are found more frequently in hot spots (Tyr, Trp, and Arg)

• The hot spots are surrounded by energetically less important residues 
that separate/prevent bulk water from hot spots

Allegra Via - Systems Biology Course 2015



Analysis of Protein Complex

• identification of interface residues/hot spots

• details about the interface  
solvent accessible surface area, shape, complementarity between 
surfaces, residue interface propensities, hydrophobicity, segmentation 
and secondary structure, and conformational changes on complex 
formation 

• assignment of protein function

• recognition of specific residue motifs

Allegra Via - Systems Biology Course 2015



Structure PPI Data

• The most significant contribution to understanding the PPI surface 
comes from structural biology via X-ray crystallography or NMR as 
well as mutational studies

• Prediction of interaction/binding sites

• Prediction of protein-protein complexes

Allegra Via - Systems Biology Course 2015
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X-Ray
If the crystallized version of the protein is available the structure can be 
determined by X-Ray. It is based on the observation that waves passing 
through a series of slits generates specific patterns of points. 

a wave passing through a series of slits that are separated by a distance, a
(Figure 15.2). Passing through a slit does not change the wavelength or
amplitude. After passing through the slits, the waves all travel to a certain
point in space, at a distance, D, and an angle, θ, and add together either
constructively or destructively. Considering two waves that pass through
neighboring slits, the only difference between the two waves is the distance
that each traveled. To determine this difference in distance, a line is drawn
from one slit that is perpendicular to a line formed by the path of the
second wave (Figure 15.2). Assuming that the distance D is much larger than
the separation a, the difference in pathlength can then be seen to be equal
to a cos θ. Whether these two waves will add up constructively or destru-
ctively will depend only upon this pathlength difference. The two peaks
will add up constructively when d is equal to λ, or correspondingly when:

a sin θ = λ (15.1)

As the angle is increased or decreased, the path difference between neigh-
boring slits is no longer equal to λ and the peaks of the two waves no
longer match. The amplitude of the combined waves decreases until they
reach a minimum when the peak from one wave corresponds to the trough
from the second. This occurs when the path difference is equal to λ/2.

Extending the argument for all slits shows that the waves passing through
all of the slits will combine constructively when the angle is:

(15.2)

where n is an integer. For example, when n equals 1, the path distance
between any two neighboring slits is equal to l, with the waves from the

  
sin θ λ= n

a

Figure 15.2 Diffraction from multiple slits.
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Considering the reflection of 
X-Ray the points with 
constructive interference can 
be calculated using Bragg’s 
Law

Waves combine constructively 
when the phase difference is 
equal to an integer number of 
wavelengths.  

other slits having larger path differences of 2λ, 3λ, 4λ, etc., so that all of
the waves will add together constructively. Thus, this angle corresponds
to a diffraction peak.

The same arguments can be made for a line of equally spaced molecules
forming a one-dimensional crystal. A wave striking each of the molecules
can be considered to be a source of new waves. Assuming that there is no
absorption, the wavelength remains the same for each wave. Normally,
proteins in solutions will have different relative positions and orientations
so that there is no net scattered wave. However, when every protein is aligned
the same way, with the same relative distance, then the waves from each
protein can combine into a diffraction pattern. Since each protein is aligned
identically, each of the scattered waves will have the same amplitude and
the only difference between waves is the relative path difference. As was
done for the slits, the difference in pathlength can be related to the distance
between the molecules and angle, yielding again eqn 15.2. So, for a line
of molecules, the positions at which the diffraction points appear depend
only upon the relative separation of the molecules. The composition of
the molecule determines how much of the incident wave gets scattered;
that is, the intensity of the wave.

BRAGG’S LAW

These ideas can be used to consider the inter-
action of X-rays with three-dimensional
crystals through an analysis that was
developed by the family team of William
Henry Bragg and William Lawrence Bragg.
They were able to use this formulism to solve
a number of structures of simple inorganic
crystals in the early 1900s. The crystal is con-
sidered to consist of lattice planes formed by
the molecules of each layer of the crystal.
Each lattice plane is treated as a mirror
reflecting the X-rays back at the same angle, θ, at which they struck the
mirror (Figure 15.3). Whether the X-rays reflected from two different 
lattice planes add together constructively or destructively depends upon
the relative path difference for the two waves. For neighboring planes,
the pathlength difference AB + BC by geometry is:

AB + BC = 2d sin θ (15.3)

Constructive interference occurs when this pathlength difference is an 
integer number of wavelengths, or:

nλ = 2d sin θ (15.4)
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Bragg’s law.
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Protein Crystals
The formation of protein crystal is a time consuming process that may 
requires considerable time, effort, and protein.

Molecules can pack into crystal pattern 
called space group. For proteins the 
choice of symmetries is limited because 
of the intrinsic asymmetry of the protein 
backbone (65 space groups). 

In absence of gravity the crystals grows 
assuming a more regular structures 
(video) that allows a better determination 
of the three-dimensional structure of the 
protein.

PROTEIN CRYSTALS

Proteins are only stable in the presence of
the proper buffer; therefore, the crystals are
always grown from solutions. Proteins can
pack into lattices but the choice of sym-
metries is limited because of the intrinsic
asymmetry of the protein backbone. There
are two mirror-image forms of amino acids,
called the L isomer and the D isomer, but 
in proteins only the L isomer is found (see
Figure 1.7). Thus, no symmetry operation
that involves a mirror symmetry is allowed.
This restricts the number of possible space
groups to 65 for which proteins, or any other
asymmetric molecule, can crystallize.

The packing of protein crystals is illustrated
by the simple helical molecule (Figure 15.7).
In this case, the molecules are packed accord-
ing to a 2-fold symmetry that is common in 
protein crystals. The two symmetry-related
molecules form the unit cell that is repeated
in the crystal.

Because of the irregular shapes of proteins,
they pack in crystals relatively inefficiently,
leaving a large amount of space unoccupied
by protein. As a result, a large fraction of a
protein crystal, anywhere from 20 to 80%,
is filled not by protein but rather by the 
crystallization solution. This makes protein
crystals much softer than simple salt crystals.

Crystals of proteins are obtained by adding
a salt to a protein solution. The presence of
the salt reduces the protein’s solubility and
forces it to either form crystals or precipitate.
Fast salting out favors precipitation whereas
slow salting out favors the formation of
highly ordered crystals. One approach to
crystallizing a protein is to slowly make a
supersaturated solution and allow it to sit
undisturbed until crystals are formed after 
a few days (Figure 15.8). Alternatively, the
crystallization can be slowed down even
further by the use of vapor diffusion in which
the water from a protein solution is removed
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Figure 15.7 The packing of a protein in a 
crystal with 2-fold symmetry: (a) the symmetry
relationships, (b) the packing of the unit cell, 
and (c) the packing in the crystal.
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Electron Density Map
From the the three-dimensional diffraction patter (left) in which each 
spot has a characteristic intensity that is related to the distribution of 
electrons in the crystal. We derived the electron density map (right)



Resolution
Resolution, in structure determinations, is the distance corresponding to 
the smallest observable feature. The resolution X-ray protein structures 
is expressed in Ångström.

High Resolution Low Resolution



NMR Spectroscopy
Atomic nuclei which are positively charged generate an 
electromagnetic field. The spin of nuclei like 1H, 13C and 15N respond 
to an EM radiation with specific frequencies aligning their spin.

When the energy of the EM radiation is equal to the difference 
between the two spin states, the radiation is absorbed.

The frequency values of the absorbed EM radiation will vary 
according to the instrument used. To make this measure independent 
from the technique, the difference in resonance frequency with 
respect to a standard reference (tetramethylsilane) is calculated.



Chemical Shift
The chemical shift is the difference between the frequency of absorbance of the 
sample and the standard reference.

The electrons surrounding the nuclei respond causing an induced magnetic field. 

• Greater density of electrons corresponds to a larger induced dipole and a larger 
shielding.

• Electronegative groups withdraw electron density from the pro- tons, give less 
shielding, and hence have larger shifts.

shielding. Electronegative groups withdraw electron density from the pro-
tons, give less shielding, and hence have larger shifts. Every functional
group has a specific characteristic chemical shift (Figure 16.3).

Other factors can also contribute to the observed chemical shifts.
Neighboring atoms may increase the shielding experienced by a proton.
Ring currents can occur in delocalized π electrons of aromatic rings. The
contribution of these currents is strongly dependent upon the geometry
as the shift will be smaller for protons above the ring but will increase for
protons on the side of the ring. In proteins, any bound metals may also
produce large local magnetic fields.

Spin–spin interactions

NMR spectra usually exhibit splittings of certain lines. The splitting is inde-
pendent of the magnetic field strength and due to interactions between
neighboring spins. Consider the effect of one proton on another. The 
magnetic field experienced by a spin depends upon whether the neigh-
boring spin is up or down. Thus, the local field is either slightly higher
or lower due to the presence of the neighboring proton, and the original
line is split into two lines, one slightly higher and the other slightly lower,
as shown in Figure 16.4. The strength of this interaction is described by
a scalar coupling constant, J.

As the number of protons interacting with a given proton increases,
the number of lines also increases. Consider a CH2 group interacting with
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A 2D NMR experiment, however, adds an 
additional dimension to the spectra by varying 
the length of time (τ). The analysis of the 
acquired spectrum is useful for determining the 
coupling between nuclei that are connected.

The determination of the protein structure is 
based on the Nuclear Overhauser Effect (NOE) 
which allow to measure the distance between 
nuclei that are in close spatial proximity. The 
NOE arises when the spin relaxation of nuclei A 
is affected by the nearby nuclei B.

2D NMR

Two-dimensional NMR: nuclear Overhauser effect

The nuclear Overhauser effect is a specific NMR tool 
for the determination of which nuclei are near each
other. The tool is based on the idea that the intensity
of an NMR peak will change if the peak associated with
another nearby proton is simultaneously irradiated at
the resonance frequency of that proton. The nearby 
proton can interact through a dipole–dipole interaction
that has a strong distance dependence of r−6, and so this
interaction is effective only for distances of 5 Å. This
interaction with the nearby proton causes a change in
the relative spin population of the original proton and,
consequently, the NMR intensity of the peak corres-
ponding to the original proton is altered.

Consider the nuclear Overhauser effect for a polymer
with five protons (Figure 16.7). Protons 2 and 5 are
close in proximity, within 4 Å, whereas the other pairs
are farther apart. The diagonal shows the five peaks
corresponding to the five protons and two off-diagonal
peaks corresponding to the interaction between protons
2 and 5.

The nuclear Overhauser effect on the NMR spectrum
can be understood by considering the populations of
two different spins. The presence of the magnetic field
splits the energy of each of two spins, creating four
energy levels. The level corresponding to both spins up
is the lowest energy level, the two up/down levels have
equal energy, and the level with both spins down has
the highest level (Figure 16.8). At thermal equilibrium,
most of the spins are in the lowest energy level with
fewer in the higher energy levels. Consider a simple
situation where there are initially 14 spins occupying the
levels (Figure 16.8). When a saturating radiofrequency

Figure 16.8 The Overhauser effect on the spin populations of different energy levels.
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Figure 16.7 The two-dimensional 
NMR spectrum of (a) a simple polymer
containing a total of five spins, resulting
in (b) five diagonal resonances and two
off-diagonal resonances.
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Although, one-dimensional NMR is sufficient to observe distinct peaks for the various 
functional groups, for larger molecules, many overlapping resonances can make 
interpretation of an NMR spectrum difficult.



NMR Spectrum
NMR spectrum is interpreted with tools that transform the experimental data 
into a protein structure

PDB:2K0L



Exercise 1
Given the structure of the Bovine Ribonuclease A (PDB: 7RSA) 
download the structure and measure the distances between the atoms 
involved in the following interactions:

• LYS37 - ASP38 (salt bridge)                   d=3.7
• CYS40 - CYS95 (disulphide bond)         d=2.0 
• MET29 - ARG33 (hydrogen bond)          d=3.0 (MET-O ARG-N)
• ILE81 - ALA102 (hydrogen bond)           d=2.9 (ILE-O ALA-N)  
 

Suggestion: select the coordinate of the atom involved in the 
interactions reported above.



Exercise 2
Consider the structure of the Bacterial luciferase  (PDB: 1BRL) and 
determine the size of the surface of interaction between the two monomers A 
and B. The surface of interaction can be obtained comparing the accessible 
surface of the complex and the single chains.

S(A) S(B)

A B

S(AB)

Suggestion: Use the stride server to download the DSSP files of the  
complex and the monomers. Each file includes the accessible surface of all 
the residues.

https://webclu.bio.wzw.tum.de/cgi-bin/stride/stridecgi.py


Exercise 2

PCC


